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Abstract
Background: Actually, particle size recognition plays an important issue in many applications those applied on microscopic imaging.
Today,  many  developments  yield  to  replace  the  oil  fish  ingredients  by  microalgae  products.  Indeed,  the  microalgae  cells  lives
in   liquid   environment,   the   size   parameter   can   differentiate   between   the   biological   cells,   grain   stones   and   air   bubbles.
Materials and Methods: This study presents a method for improving the automation of particle recognition and counting using a recently
developed SOPAT-probe (smart on-line particle analysis technology), a photo optical image acquisition device. This method includes
image de-noising, image binarization, image enhancement and watershed segmentation. Results: This method approves that the
microalgae particles can be identified correctly with accuracy reaches up to 99%. Conclusion:  The proposed method was used to develop
an advanced method for a vision-based system that expected to automatically detect, classify and track the active cells using the recently
developed SOPAT-system. The result is showed statistically and graphically by computing the area histogram.
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INTRODUCTION

Seafood (oily fish) plays an important role in human’s
health1. It uses in prevention and protection against heart
diseases, cancer, diabetes and depressions2 and as nutritional
supplements in humans and marine organisms in
aquaculture3. Now-a-days, many developments yield to
replace  the  fish  oil  ingredients  with  the  products  of
biotechnological  processes  (e.g.,  marine  heterotrophic
microalgae), which are used for the production of T-3 (PUFAs)
to large amounts (up to 50% of their own cell dry weight)
including 30-70% of DHA1.

The microalgae Crypthecodinium cohnii is a small
heterotrophic marine dinoflagellate, identified as a good
producer of the (DHA)4,5. The C. cohnii cells grow in
submerged culture under optimal conditions, in the dark at 27
in the standard glass vessel stirred tank bioreactor6. Among its
life cycle, two forms of C. cohnii were observed; motile
swimming cells and non-motile (cysts). Both forms can be
differentiated by the size5. Out of one cyst, 1, 2, 4 or 8
swimming daughter cells can originate inside the
encapsulated cyst4,5 as shown in Fig. 1.

Thus, the main concerning in this study is to determine
the cell size (visually) for observing the growth rate of these
cells. The C. cohnii images obtained by SOPAT-probe are
evaluated to determine cell concentration, cell size and other
relevant parameters simultaneously by automatic image
analysis program.

The effective publications of image analysis for
bioprocesses were investigated in wide variety of articles.
Animal cells were counted by determined three parameters
(size of the high pass filter to enforce the shape detection,
threshold  value  used  after  the  hough  transformation  and
the number of circles examined). The correlation coefficient
between both reference and data sets had been equal7 to
0.99.

The   images   of   Saccharomyces   cerevisiae   were
processed to evaluate the cell size distribution8. The process
was based on two parameters (optical properties of cells and
threshold value) to facilitate and enhance the problem of cell
recognition. It takes about 15 sec per image with error
percentage (<2%).

Similar experiments were carried out on liquid and
bubbles drops9,10, oil drops11 or crystal drops12. However, the
most  relevant  literature  of  this  study  was  introduced  in
Guo  et  al.13.  It  had  been  provided  with  a  strongly  method
for segmentation according to microalgae features, which
composed of image de-noising using haar wavelet transform,

Fig. 1: Cyst with multiple daughter cells inside cell wall. Scale
bar = 10 :m

histogram equalization for quality improving, edge detection
and morphological operations to remove debris and gain
closed contour for segmented objects.

Actually, this study follows the mentioned approaches
taking into consideration the different features of our images
and how to process the bottleneck of connected organisms.

MATERIALS AND METHODS

Based  on  previous  studies,  the  researchers  realize  that
the image processing and analysis play a major and important
role in in-line observation of microorganisms using a
microscopic tool.

The proposed method is divided into main five steps;
Image de-noising, image binarization, image enhancement,
connected objects separation and cell recognition and
localization.

Wavelet based de-noising processing: The first step is image
de-noising,  which  is  the  process  of  removing  the  noises
out of the captured image. The approach of this process is
summarized in three steps: (1) The stationary wavelet
transform is applied on the noisy image, (2) The normalization
is used to modify the coefficients of wavelet, (3) The inverse
discrete stationary wavelet transform are performed to get a
de-noising image3.

Haar transform is the type of wavelet transform used in
the proposed method, it uses scaling and mother wavelet
functions14. The scaling function represented as:

Φj,k,l(x, y) = Φj,k(x) Φj,l(y) (1)
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Fig. 2: Two dimensional wavelet analysis, H partition has the
horizontal edges, V partition has the vertical edges and
D partition has the diagonal edges of the original
image

It was described as average function, which used for
image  approximation.  Also,  the  mother  wavelet  function
was  described  as  the  average  of  difference,  which   used
for   image   details.   It   extended   into   three   functions
described as:

(2)     h
j,k,l j,k j,lx, y x y   

(3)     v
j,k,l j,k j,lx, y  x y   

(4)     d
j,k,l j,k j,lx, y  x y   

where h, v and d are horizontal, vertical and diagonal details
coefficients, respectively (Fig. 2).

Equation 1 was generated by approximating the columns
in x-direction and approximating the rows in y-direction.
However, the horizontal details obtained by approximating
columns in x-direction and detailing rows in y-direction.
Vertical   details   were   computed   by   detail    columns    in
x-direction and approximate rows in y-direction. Since the
diagonal image is performed by detail both directions14,15.

In order to create a new image that contains the
horizontal, vertical and diagonal edges that have been
smoothed in the approximation image, the three detailed
images are converted to binary images by suitable threshold
for each of them. Different threshold algorithms are described
by  Ruikar  and  Doye16  and  the  penalized  threshold  method
is chosen. It based on sorting the details coefficients in
descending order and then computes the threshold value T,
as following equation:

(5)2min 2 2
t xx 1

n
T arg [ d 2 t ( ln )]

t
     

where, t = 1, 2,..., n, " is sparsity parameter >1 and F is
standard deviation of the zero mean Gaussian white noise in
de-noising model17.

Finally, the inverse discrete stationary wavelet transform
are performed to get a de-noising image18.

Image binarization: Edge detection is one of the most
frequently used techniques in image binarization. An edge is
characterized by a high local change of the intensity in
image19. There are frequently methods used for edge
detection. There are: Sobel, canny, roberts, prewitt and log
operators.  The  proposed  method  uses  the  mix  of  sobel
and log operators.  The following matrix, called sobel kernel.
It passes over the image for extracting horizontal and vertical
edges20:

(6)
1 0 1

K 2 0 2

1 0 1

 
   
  

The log operator used as the method that firstly
smoothed the image with Gaussian filter in order to reduce its
sensitivity to noise. And then convolve the smoothed image
with a laplacian filter. Alternatively, the image was convolved
with the linear filter that is the laplacian of Gaussian (LoG
kernel):

(7)
2 2

2

x y2 2
4 2

2

x y
LoG (x, y) 1 / [1 ( )]e

2





   



The edges can be detected by finding the zero crossing of
the 2nd derivative of the image intensity.

Also, image multi-level thresholding has performed on
the image as the effective approach of image binarization.
Multi-level thresholding determines many threshold values to
segment the image into several clusters, C. This is done using
a very popular thresholding technique, Otsu’s method21. It
selects an optimal threshold value t*, by maximizing  as2

B

follows:

(8)
2

1 2 c 1 1 2 c 1

1 c 1

* * * * * *{t , t ,..., t } Arg M ax{ B(t , t ,.., t )}

1 t ... t L
 



 

   

With:

(9)C2 2
i i Ti 1

B (µ µ )


   

where, Ti is cumulative of the occurrence probability of grey
level and µT is mean intensity of the whole image.
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Catchment basins
Watershed line

Minima

The proposed method applies the convolution process
using sobel kernel, which is favorable for the next operation,
image multi-level thresholding. Again the edge detection
process is performed using log operator for extracting the
strong edges.

Image enhancement:  In the process of edge detection, based
on image quality and original object border gradients, the
contour of target would be insufficient. To get closed contour
for segmented objects, dilation, erosion, closing and region
filling are used on the binary image.

Dilation and erosion are the main morphological
operations. Morphological image processing is a collection of
non-linear operations related to the shape or morphology of
features in an image. Morphological operations rely only on
the relative ordering of pixel values, not on their numerical
values and therefore are especially suited to the processing of
binary images.

Suppose A be an image set and B be a structure element,
which main two inputs. The dilation and erosion operations
were described as in Eq. 10 and 11, respectively:

ArB = (z0E: Bz1A…n) (10)

AsB = (z0E:Bz1A) (11)

where, E is euclidean distance = Z2, n is for the empty set and
Bz is reflection of B; Bz = (-b:b0B).

Simply, closing operation defined as dilation then erosion
using the same structuring element for both operations.

The algorithm for region filling is based on set dilations,
complementation and intersections as:

Xf = (Xf-1rB)1Ac (12)

where, X0 is first point inside the boundary, Ac complement of
set22 A and f = 1, 2, 3.

The results of these operations are influenced by the size
and shape of a structuring element B. Actually, the choice of
the structuring element must depends on the shape of the
objects in the image. Hence, in our case, the adaptive element
is   the   ‘Disk-shaped’   structuring   element   based   on
circular-shaped of the biological objects. According to the
objects identification, the dilation process is performed,
followed by region filling method to complete the pores of the
objects. However, the median filter method for the image is
applied to smooth the contour curve after erosion operation.

Fig. 3: Topographic surface of grey level image

Connected objects separation: It may happen that two or
more objects are connected in their borders. Some researchers
have neglected these objects. But if the number of connected
objects is large with respect to total number of objects, then
it causes classification errors23. However, the researchers
recommend extracting the mutual connected objects using a
watershed transformation.

Watershed transformation belongs to region based
segmentation. The basic step of this transformation is to
visualize a grey image into topographic surface, which
includes three notions: minima, catchment basins and
watershed lines (Fig. 3).

Each regional minimum of this surface is represented as
a catchment basin. The idea of watershed transformation is
piercing a hole in each minimum of catchment basin and
allowing it to sink in a lake. The water would be inserted
gradually from local minimum firstly until fill up different
catchment basins of image. When the rising water in different
basins were would be to merge, the dams are built to prevent
the merging of water coming from two different basins. These
boundaries of the dams correspond to the watershed lines
which needed to be dividing24.

There are various methods of watershed. It can be
implemented based on gradient method, marker-controller,
distance transform approach, or other algorithms25,26. The
gradient magnitude method is applied to the gradient images
instead of grey level ones27,28. This method has an over
segmentation problem due to noise in the image. To solve this
problem, the marker-controller watershed approach was
introduced.  It  consists  of  markers  to  be  defined  as  new
minima  of  the  gradient  image  objects.  After  segmentation,
the watershed line for each object can be separated from its
neighbors25,29.
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Image binarization (Multi-thresholding, edge detection)

Input: Gray image

Image de-noisiong (Haar wavelet)

Image enhancement (Morph. operation, median f ilter) 

Connected objects separation (Watershed transformation)

Objects identif ication (Connected component labeling) 

Output: Segmented images and area histograms

Fig. 4: Proposed approach in a flow diagram

Another  approach  is  the  distance  transform,  which  is
used     in     proposed     method     for     segmentation     step.
It calculates a distance map from the object centre points to
the edges of the objects. The centres were determined by
performing multiple successive erosions with a suitable
structuring  element  until  all  foreground  regions  of  the
image  have  been  eroded  away.  Then  fills  that  topological
map  with  imaginary  water,  where  two  watersheds  meet,
it builds a dam to separate them24,25. The distance transform
provides  a  metric  or  measure  of  the  separation  of  points
in   the   image   such   as   euclidean,   city   block   or
chessboard.

The chessboard metric is measuring the path between
the   pixels   based   on   an   8-connected   neighborhood,
pixels  whose  edges  or  corners  touch  are  one  unit  apart.
The  actual  structuring  element  that  should  be  used
depends   upon   which   distance   metric   has   been   chosen.
A (3×3) ‘Square-shaped’ element gives the chessboard
distance transform.

Cell characterization: Cell characterization refers to
determine the cell size and other properties. The needing step
for this characterization is cell recognition, identification and
separation of cell pixels from the surrounding non-cell pixels
of the background8. The object is recognized by computing
connected component labelling operation after applying the
previous methodologies of the proposed approach30. From
this point, the authors can determine the cells number in each
input image to measure the concentration of cells during the
growth. After that, relevant cell size parameters could be
obtained. Area, perimeter, diameter and radius of each cell
could be calculated.

Figure 4 is summarizing up the steps of the proposed
method presented so far.

RESULTS AND DISCUSSION

The proposed approach is applied on data set of the real
images of C. cohnii  cells whose growth in liquid environment.
The cells are tracked by SOPAT-probe for 1, 18 and 42 h for
giving producer cells. Figure 4 and 5 represent the output of
each step in the experiment according to the steps mentioned
in Fig. 4.

Figure 5a gives the initial grey image.  Figure 5b shows
the first step in the method, de-noising the image using Haar
wavelet technique as a pre-processing step for image
binarization.  The  microalgae  microscopic  images  are
processed by the haar wavelet transform. The initial image is
decomposed for three levels and the hard thresholds are
chosen for all levels. This can not only eliminate noise
effectively but also retain edge’s information at the most
extent. The next step, image convolution by Sobel kernel is
shown in Fig. 5c and for more clarification, the image contrast
is adjusted as shown in Fig. 5d.

For binary image, the multi-thresholding using Otsu’s
method is applied, followed by edge detection method via log
operator (Fig. 6a). The log parameters assigning as: t = 0.0005,
F = 2.5. In the resulting image, a clear identification of the cells
could not be identified. Hence, the needing to some
enhancements is crucial.

Starting the enhancement by close and dilate the objects
to identify the features of cells as shown Fig. 6b. Even if the
dilation of the cells borders may leads to connect previously
unconnected cells, the watershed segmentation will be able
to overcome this issue.

However, for getting more identification, filling object’s
hole is applied Fig. 6c. The resulting image is not optimal one
due to the large amount of debris. The authors have to solve
this problem by applying one of the morphological
operations, erosion, with “Disk-shaped” structure element of
size “10”. In order to remove such debris and get the circular
edges more smoothed, median filter technique is applied with
a mask window (9×9) (Fig. 6d).

Next, the problem of connected objects was faced which
are segmented as one component, as shown in Fig. 6.
However, the important objective is to find the area size of the
individual object. So, the distance transform chessboard along
with watershed is used to segment mutually connecting
objects and the result shown in Fig. 7.
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Fig. 5(a-d): (a) Grey scale image of microalgae, (b) De-noised image of microalgae by haar wavelet method, (c) Image convolution
using sobel kernel and (d) Image adjustment

Fig. 6(a-d): (a) Binary image of microalgae, (b) Image after closing and dilation, (c) Image after filling holes and (d) Image after
erosion and median filter

Now, the cell’s size can be computed for each object
separately. By compute an area histogram for the tested
images (1, 18 and 42 h), the variation is observed. The cell
concentration has been clearly increased which is an evidence
for true or correct growth rate. First image has 22 cells and the
number of the cells is increased to be 55 in the second image
and finally the number increased again to be 66 in the third
image. Figure 8 shows the area histogram of the given images.

Actually, the size parameter can differentiate between the
cells. In this case, the cells with radius greater than or equal
to29 are classified as active cells. Other radius could identify as
air bubbles, grain stone, or motile cells.

The accuracy is given by calculating the average values of
this metric for the input images (Table 1). However, the
remaining accuracy percentage is missed because the over
segmentation resulting from watershed step.

175

 
 

 
(a) (b) 

(c) (d) 

(a) (b) 

(c) (d) 



Asian J. Applied Sci., 9 (4): 170-177, 2016
F

re
qu

en
cy

2000 2500 3000 3500 4000 4500 5000 5500 6000 65001500

Pixels

(a)7

6

5

4

3

2

1

0

F
re

qu
en

cy

1500 2000 2500 3000 3500 4000

(b) 
8

7

6

5

4

3

2

1

0

500

Pixels

Fr
eq

ue
nc

y

1500 2000 2500 3000 3500 4000

(c) 

Pixels

4500 5000

15

10

5

0

500

Fig. 7: Image after watershed segmentation

Fig. 8(a-c): Area histogram (in pixels) of bio-cells for 1, 18 and
42 h

Table 1: Accuracy percentage for input images
1 h (1) 18 h (1) 42 h (1) 1 h (2) 18 h (2)

True objects 22 55 66 58 100
Detected objects 22 54 65 58 99
Percentage (%) 100 98 99 100 99

CONCLUSION

In  this  study,  a  method  for  in-line  identification  of
micro-organisms has been presented. The method includes
image de-noising using haar wavelets, image convolution by
sobel operator, image binarization using multi-thresholding
method and edge extraction, image enhancement by such
morphological operations, connected objects extraction using
watershed method and cell recognition and localization.
However, the calculated values correlate very well with those
obtained by manually analysis with accuracy reached up to
99%.

SIGNIFICANT STATEMENTS

In this study, the researchers concern on the development
of a biotechnological process, where an advanced inline
imaging technology is strongly needed in order to follow
morphologic changes of the microalgae cells. This observation
is crucial for the process yield, while cells should be kept in a
certain stage. The study should be of interest to readers in the
areas of image processing and cell biology.
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